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I Interim Report:

A Hierarchical Approach to Target Recognition and Tracking
Summary of results for the period: April 1, 1989. November 30, 1989

I
1. Abstract

This research is aimed at studying a hierarchical target extraction, identification
-3 and tracking system based on passive sensors, that could be completely integrated with

other battlefield resources. Involved with this is the study of a hierarchical structure for
the mutually beneficial interconnection of multiple algorithms operating on several
hierarchical levels. Together these simple algorithms would cooperate in the solution of
a complex problem beyond the capability of any one algorithm.

Substantial progress at very modest cost (30,000 dollars) has been made in
developing a passive hierarchical target identification and tracking system. A battlefield
simulation capable of generating simulated images is under active development. With
this simulation it is now possible to simulate images of a dynamic battlefield so that
image processing and tracking algorithms can be studied. A new tracker for ground
vehicles using position, attitude and terrain data has been specified. Artificial
intelligence is being incorporated in two ways. First an intelligent predictor is being
formulated. Second the high level reasoning module designed to use Al techniques to
adjust and tune the various competing lower level modules is under development.

The image processing module was found to be able to operate below 0 dB with
Gaussian additive noise, and can deliver throughput of over 8 times realtime image rates.
A sophisticated software system that ties together each module of the hierarchical
structure (CoHoRT) is being used and perfected that permit the easy modifiability of the
system, testing of fault tolerant issues, and itegration with previous Al efforts at ARDEC.
New ways of looking at images from both multispectral and spatial viewpoints have been
proposed, and preliminary results are promising.

2. Statement of the Problem Studied

This report describes a hierarchical target extraction, recognition, and tracking

system based on passive sensors that consists of the mutually beneficial interconnection
of multiple algorithms operating on several hierarchical levels. Together these
algorithms or subsystems can cooperate in the solution of a complex problem beyond the

capability of any one algorithm. This framework allows for easy addition, deletion or
upgrading of new algorithms as well as communication between algorithms on the same
and different levels. Furthermore this hierarchical framework provides extensive

I
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information to the users (at the highest level) to allow for performance assessment,
human intervention, or operator training. Algorithms on different levels are allowed to
deal with the world with different degrees of knowledge abstraction. Algorithms can I
compute a measure of confidence for each type of sensor output to aid in interpretation of
results. Mechanisms for learning both within and between algorithms can be provided.
It is felt that this hierarchical structure offers potential for robust operation since the loss
of one or more algorithms would result in graceful degradation in the overall system
performance.

This report also describes in greater detail a tracker algorithm that uses target
orientation information from an image processor to track ground vehicles. The tracker
will be utilized at the mid level of the hierarchical target recognition and tracking system.
Furthermore, this report discusses image processing modules designed to detect, extract,
and recognize targets from battlefield images.

The main philosophy behind hierarchical target extraction, identification and
tracking system is that a typical single subsystem (sensor and related algorithms) has a
performance versus effort relationship shown in Figure 1. To obtain maximum
performance requires a very large effort. However, to obtain near maximum
performance requires substantially less effort. Our approach is to design a cooperative
system where multiple subsystems work together, and where each subsystem is operating
at the "knee" of the performance versus effort curve. This approach recognizes that no
one subsystem possesses sufficient performance, but with cooperation among the I
subsystems desirable overall performance is achievable. Furthermore, overall system
robustness and reliability is enhanced while maximizing throughput. Each subsystem is 3
simplified and the overall structure is parallelized for efficient implementation more
suitable for real time operation.

In our ongoing research program we are developing the concepts described above, m
studying the implications of fusing the partial results of each algorithm with cooperating
neighbors, and incorporating them in an hierarchical, completely passive, target
identification and tracking system, capable of being integrated into a wider battle
information network. The system is to be highly adaptive and capable of fusing
information from a variety of sources (user-given, world, and sensed) in its decision U
making. The primary targets being considered are ground vehicles, although airborne
targets can also be included. Pure imagery data will be used (possibly multiband), but the m
incorporation of laser range or radar data is also possible.

The system is composed of four hierarchical levels as shown in Figure 2.

1. Preprocessing Level: The sensing, filtering and distribution subsystems.

2. Low Level: Early processing; responsible for object extraction, tracking using 1
simple image data (e.g. object centroid) and sensor pointing.

3. Mid Level: Secondary processing; responsible for object recognition, object m
orientation determination, and tracking using object orientation.

l
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I 4. High Level: Reasoning; responsible for information fusion and coordination, user
interaction, maintenance of world knowledge, and "smart" trajectory prediction.

I At Purdue University a facility is being developed to implement and test this
hierarchical structure. One of the key components in this effort is a battlefield simulation

containing the moving targets and the moving tracker including the adjustable cameras
and the images they generate. Those images can then be utilized as the primary raw
sensor data for input to the hierarchical tracking system.

3. Summary of Most Important Results

This Interim Report summarizes results obtained during the period April 1,1989 to
November 30,1989. The 30,000 dollars expended during this period is substantially less
then that anticipated in our proposal[8].

3.1 A Justification for Image Based Trackers

I On a modem battlefield enemy aircraft and ground vehicles will employ all the
capabilities they can muster in order to guarantee their survival and their mission success.
These capabilities involve speed, maneuverability, and unpredictability. There will be a
substantial advantage to those vehicles that can move stealthfully without emitting
radiation to reveal its position or intentions. There will be further advantage to any
vehicle that can use the radiation emitted from an enemy vehicle to detect, recognize,
track, and distroy that enemy.

These considerations suggest that the advantage will be held by any vehicle that
uses passive (nonradiating) means to detect, recognize, and track and distroy the enemy.

To be effective the tracking system must be capable of tracking rapidly moving

I and maneuvering targets while themselves speeding along.
In this report we describe a class of hierarchical target tracking systems that are

* passive and capable of recognizing and tracking maneuvering targets. We employ video
based imaging technology as the passive sensor and image processing to detect and track
the target. Maneuvers of the target are detected and compensated for by extracting target

aspect angle information from the images. This allows us to utilize the relationships that
exist between ground vehicle aspect angles and vehicle linear velocity to more accurately
determine target velocity. Knowing this we can more accurately predict future target

motion, i.e. when firing at the target we can more accurately lead the target[21.
Target aspect angle information is a supplement to the sensor (camera or FLIR)

I pointing angle information that gives direct data as to the present position of the target. It
is also proposed that sensor angular rates be employed to in order to obtain direct data on

target velocity.

I
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The Achilles heel of image based tracking lies in determining range to the target.

We do not claim to have all the answers to this problem. We suggest the following
approaches. A pulsed laser rangefinder can be used to determine range to target with I
great accuracy but at a loss of passive operation. Two separated sensors provide the
ability to triangulate on the target or to use stereo imaging techniques to find range.
Furthermore, it is also possible to borrow techniques employed by submarines to
passively track other vehicles using only the bearing angle information provided by sonarsensors.I

3.2 A Mid Level Tracker for Ground Vehicles

The key reason that image based target trackers offer the potential for superior
performance over radar based trackers is that the image contains important information
not included in radar or camera pointing data. That data is the target orientation (e.g.
aspect angles or Euler angles).

In the case of fixed wing[3,41 or rotary wing aircraft[5,6] the orientation is directly
related to target acceleration. For instance an aircraft turning will be banked into the turn.
The amount of acceleration is proportional to the amount of banking. This new 3
information helps the tracker to more accurately estimate target acceleration. This in
turn helps the tracker make more accurate predictions of future target motion.

In contrast to aircraft, it is not possible to relate acceleration to orientation for I
tracked or wheeled vehicles. For example, a ground vehicle turning will generally stay
level on the terrain surface even though the tires or tracks are generating side loads to 3
curve the trajectory of the vehicle. Thus, in any single image a vehicle turning looks the
same as a vehicle going straight (assuming that the imaging sensor is incapable of seeing
the turning wheels). I

On the other hand, it is possible to relate ground vehicle orientation to the direction
of the velocity vector. This is because ground based vehicles roll over the surface
causing the velocity vector to be in the direction that the vehicle is pointed. This is true
with tracked vehicles and with wheeled vehicles. While some sliding of the wheels or
tracks may frequently occur in battle, the primary mode of locomotion will be from I
rolling. Furthermore, the fact that rolling friction is greater then sliding friction and the
necessity to maintain economy of fuel usage compels most drivers to roll rather then 3
slide their tires or tracks.

In summary, the orientation of the ground vehicle gives direct information as to the
direction of the velocity vector. It is believed that a tracker of ground vehicles that uses
orientation information will outperform a tracker that does not.

As with aircraft, the change in vehicle orientation (heading angle) will precede a 3
substantial change in cross track position as illustrated in Figure 3. This observation

suggests increased accuracy in predicting (leading) the future position of the vehicle.
In this world of increasingly dense computer mass storage it is reasonable to

assume that a next generation target tracker will have on-line access to a digital terrain I



I 5

I map of the battlefield. This information can be used by the tracker in a number of ways.

1. Since the vehicle being tracked is constrained to move on the surface of the terrain,
the terrain map can be used to help the tracker determine his present and future
position. Certainly a vehicle approaching a steep decline can be predicted to loose
elevation as he descends down the decline.

2. Since the vehicle will sit flat on the terrain, the orientation of the vehicle will be in
part determined by the orientation of the terrain surface. This can be used to help
determine the actual orientation of the target (i.e to aid the image processor) and
to help track it.

3. The local slope of the terrain may be expected to influence the acceleration of the
vehicle, e.g. a vehicle descending a hill will likely speed up.

4. Terrain data is also available with surface conditions, e.g. forests grasslands,
marshes, roads. These also can be used by a "smart" tracker to predict future
movements.

Tables 1 and 2 describe the state equations of a ground vehicle tracker that utilizes
terrain maps in the first three ways mentioned above. Notice that if the tracker has some
idea of the commanded speed, commanded heading turn rate, the tracker state equations,3 when integrated forward in time, will produce a trajectory that keeps the vehicle on the
terrain surface at an orientation consistent with the terrain.

Table 3 describes one possible set of measurements that might be used by the
tracker. Angles Rm, S., and T. come from the image processor. This set assumes
range, Ra, and range rate, Ra, are available to the tracker from a laser rangefinder. This

Sdata may not be available if passive operation is required. In that case a second camera
might be required to allow triangulation to find range. Angles T1 and 4 are the camera
azimuth and elevation pointing angles respectively. Angular rates i and 4 are optional
but useful pointing angular rates of the camera.

Equations of motion given in Table 2 are not designed to accurately simulate the
motion of a ground vehicle. Instead, they are designed to track the motion of a ground
vehicle given measurements of the motion of the vehicle. In the simulation process, it is
important to accurately model all the forces and moments acting on the vehicle.
However, in the tracking problem most of those forces and moments are unknown to the
tracker. Thus, equations of motion for tracking can be much simpler then those for
simulation.

Given the equations of motion and measurement equations as-described above, we
complete our tracker by utilizing an extended Kalman filter to estimate the present state
of the target. In particular we use the "Continuous-Discrete Extended Kalman Filter"
described in [71 and shown in Table 4. For predicting the future trajectory we integrate
the nonlinear equations of motion in Table 2 forward in time assuming no process noise.

I
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At the present time a tracker for ground vehicles of the type described above is
being implemented at Purdue University for incorporation into the hierarchical tracking

system at the mid level.

3.3 A Mid Level Tracker for Aircraft

We define a mid level aircraft tracker as a tracker that uses attitude data as well as

position (radar) data to track the vehicle. While our emphasis in this research has been on 3
tracking ground vehicles, the results we have recently obtained for aircraft are also
applicable to ground vebf" 1"s.

We have developt. several design methods that help reduce the sensitivity of our
trackers to unknown knowledge about the vehicle being tracked. These results are
described in Appendix C. The example given in Appendix C to illustrate the insensitive
design methods is the x - P tracker, one of the choices possible for use in a low level
tracker module. 3

Under subcontract with Applied Technology Associates, we have designed generic
aircraft trackering software. As part of that study we have uncovered the explanation for
conclusion 2 of page 8 of reference [9]. We quote that conclusion below

"When an aircraft maneuver takes place primarily in the horizontal plane

the generic filter (G.F.) outperforms the more complicated maneuver I
estimator (M.E.) as well as the center of gravity tracker (C.G.)"

This conclusion is based on using a prediction algorithm that allows the geometric I

angle of attack to change over the prediction interval ( IFLAG(8)=O ). A much superior
predictor is the one that holds the geometric angle of attack constant over the prediction 1
interval (IFLAG(8)=2 ). Using this superior predictor we have shown that the best
results of reference [9] can be improved by 17%. These results are summarized below
using data from page 6 of [9).

Total R.M.S. Prediction Error (ft.)

M.E. C.G. G.F. M.E.(with IFLAG(8)=2)
Right Turn 28.64 71.64 27.59 22.84

3.4 The Symbiosis Between Image Processing and Tracking 3
A fortunate benefit of optical target tracking systems is that by tightly linking the

image processing subsystem and target tracking subsystem, a symbiotic relationship can

exist between these two subsystems thereby improving overall tracker performance.
Specifically, the image processing subsystem enjoys the following benefits from its

close association with the target tracking subsystem. I
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3 1. Accurate trar'.,ng of the maneuvering target allows the optical sensor to employ a
longer focal length thereby creating a larger target image within the field of view.3 In addition, accurate tracking helps eliminate loss of the target from the field of
view.

2. Since a target usually is pointed into its velocity vector, the tracker (knowing the
velocity vector) can help the image processor resolve the visual ambiguity
associated with determining whether the target is pointing into or away from the
imaging sensor.

3. The tracker can often provide a priori estimates of the location and aspect angle of3 the target within the sensor's field of view. This can reduce computer time
required by many image processors, especially ones that use library search
techniques to find target attitude.

The tracking subsystem enjoys the following benefits from its close association3 with the the image processing subsystem.

1. Location of the target within the image frame (i.e. boresight corrections) can be
* used to more accurately locate the target on the battlefield. This data supplements

the sensor pointing data (i.e. the direction of the sensor boresight).

2. By knowing target aspect angle the tracker can more accurately estimate the
direction of the target velocity vector and therefore determine with greater

precision the present and future position of the target.

3-5 Low Level Image Processing Module

I In this phase of the research, we have concentrated our efforts on the improvement

of Markov Random Field based segmentation models for serial implementation and the
development of new algorithms for parallel implementations. These types of algorithms
can be divided into two separate phases: the initialization of the network, and the
relaxation process that leads to the final interpretation. The network represents the pixels

of the image (nodes) and the dependencies of these pixels according to geometric,
pragmatic, syntactic, spatial and temporal constraints. In our first implementation, a3 simple segmentor was constructed including only spatial constraints. These are
translated as links between nodes that are in an eight-nearest-neighbor (8-NN)
neighborhood. The constraints symbolize the continuity of the objects that are sought

against the background.
The initialization process defines the initial state of the network. It can take the

Sform of a neighborhood or a single pixel sampling. Based on the homogeneity of the
objects sought, the algorithm classifies the pixel either based on the neighborhood or its
own value using a maximum likelihood and/or conditional probability function.

I
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The relaxation process allows the network to use the previously initialized values,
and through a descent in the space of segmented images, find the one that minimizes the

continuity function given the likelihood values. This compromise process can be viewed
as an optimization function performing a gradient descent or a stochastic search in the
space. Gradient descents have been shown to be very effective for general classes of 3
practical airplane imagery, but the stochastic search, although more expensive, led to
good segmentation results even under signal-to-noise ratios of 0 dB, and less.

One experiment performed during this phase was the segmentation of an image
using an 8-NN initialization function and an 8-NN continuity function with a stochastic
search (Simulated Annealing). The image segmented had 4 levels of difference in the 3
image value of the object versus the background. It was then submitted to about 200
level Gaussian white noise (50:1). The object was still acquired from the background.
Although distorted, the object could easily be used to provide the center of gravity
estimation for the tracker module.

Improvements in the algorithm have lead to the design of a faster serial algorithm
performing 1/4 million pixel segmentation in under 20 seconds on a Sun 3/60. This
corresponds to a rate of 12.5 pixels/millisecond segmented, or 75 pixels/millisecond
analyzed. In a fully parallel hardware (single chip), the rate of segmented pixels can be in I
the order of 3,125 pixels/microsecond. This translates into a image rate of 2.08
images/millisecond (image of 512x512 pixels) or about 480 images segmented per
second; 8 times faster than real-time tv pictures. One can detect objects that move a pixel
in half a millisecond. This corresponds to speeds of 30 ft/sec at a distance of 4 miles.

Preliminary studies have demonstrated the feasibility of both digital and analog
implementation of such a circuit. Analog circuits are capable of even faster
implementations. Optronics (optico-electronic technology) could also provide a large
speed up. The size of such a circuit can be made with current technology from a few

down to a single chip, certainly within the acceptable limits in size, weight, and power.
The hardest technical difficulty for the implementation of such circuits is the data input- 3
output bottleneck to sustain these rates. Ideas such as the direct loading of the image onto
the chip via optical means (such as done with CCD cameras), and data compression by

representing segmented images by a few parameters seem promising. At Purdue, we have

attempted the implementation of the entire circuit, and achieved a few pixel circuit
implementation. I

Although promising, this was not the main focus of the research, and limited funds
led to the postponement of this direction.

The first level of processing should eventually include several resonating
algorithms. At this point, this segmentor is being ported to our parallel distributed
language for system integration. The low level processing is then restricted to a single 3
algorithm. I

I
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1 3.6 Mid Level Image Processing: Identification of Object Parts

3. Experiments have been also made with the interpretation of binary segmented
images using neural networks technology. By the use of supervised training algorithms,
specially devised algorithms have been trained to recognize wire frame modelsIdistancing 5 degrees in 3-D view. Fixed structure networks can perform recognition with
success rates of up to 91% in images of only 16 pixels across ( a tank at over 4 mile3 distance). Variable structure networks have a clear advantage over fixed structure
networks. A very restricted training at this point has produced over 98.3% recognition
over the same type of data in distinguishing a T55 from a M 113 with 72 different views.
More tests should be done to confirm and improve these results using several wire frame
model known techniques, such as homogeneous sampling.

The pursuit of this direction is a departure of the traditional type of design, and
therefore outside the scope of this first phase of the research. Additional funding in this
area is necessary to the thorough study of the implications of these algorithms to
recognition.

3.7 Intermodule Communication: CoHoRT

During the first phase of this project, the Concurrent Hypermedia Reasoning Tool
(CoHoRT) language has been ported to several machines on the ECN network. The
reason for using CoHoRT is to produce a highly integrated passive target tracking and
recognition system based on a fault tolerant self reconfiguring concept with several Sun
3/60 computers, the Ardent Titan and other supporting machines operating in a network.

Although CoHoRT on the Sun computers is mature, the port to the Ardent Titan
machine will have to wait a more stable computing environment. The implementation of
the distributed system is then being ported to a group of Suns, loosely tied to the Ardent
for the time being.

CoHoRT will provide an environment for real-time fault test, parallel algorithm
instrumentation, noise and fault introduction in the system, self reconfigurability, and
quick system modification. Since our goal is passive target tracking and recognition,
CoHoRT will provide a testbed for introduction of other types of sensors, as well as
fusion of active information without extensive recoding. CoHoRT can also be used to
incorporate ARDEC's AT jased systems already developed into a single system, since it
is capable of running rule based code.

3.8 The Battlefield Simulation Module

The approach taken to study the passive tracking problem involved a battlefield
simulation that created computer generated imagery of a dynamically changing
battlefield. Images of the battlefield generated by computer with an arbitrary degree of
clarity can be sent to the image processing modules for target extraction, recognition and
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orientation determination. The results of this processing can then be sent to advanced
target trackers which determine the present and future position of the target. Finally the
tracker can send drive signals to the tracking camera to keep the target centered in the
field of view. Furthermore the tracker can send drive signals to a fine control system for
aiming of a cannon at the moving target off in the distance. 3

The simulation and image generation is being implemented on an Ardent Titan
Graphics superminicomputer using C language and the Dore dynamic rendering
language. This computer comes free of charge to this contract

The present status of this work is as follows:

1. A simple mathematical model of a tank with steering and speed commands is I
implemented. An operator sitting at the console of the Ardent Titan can drive the
tank using dials on the Titan knob paneL 

2. A simple battlefield with several large and small objects on flat terrain is

implemented. I

3. The simulated camera viewing the battlefield can be commanded in azimuth,
elevation, and focal length. The number of pixels of the image is easily adjustable.
The camera can be adjusted either manually from the Titan knob panel or can be
commanded by the tracker.

4. A dummy image processor module has been implemented to receive message data
from the simulation and pass this unmodified to the tracker. I

5. A simple centroid tracker has been implemented to keep the camera pointed at the
tank.I

6. Message formation for message passed from the simulation module to the image U
processor module has been specified.

7. Message format for the message passed from the image processor module to the I
tracker module has been specified.

8. Message format for the message passed from the tracker module back to the U

simulation module has been specified.

9. Simplified closed loop operation of the simulation, dummy image processor, and 1
tracker to keep the target centered in the field of view has been demonstrated.

10. At present our algorithm requires that the image and image message be U
accompanied with range to target as might be known from a laser range finder.

This may be changed if a second camera is available to allow triangulation on the 3
target. I

I



3.9 The Instrumentation Module

Determining exactly what is happening in a multi-module hierarchical system can
be a difficult task without careful system design. In order to clearly display the status of
all algorithms a separate module is being designed to display to the researcher/user the
status of the various modules. This module will include various windows drawn using
the X-window manager. Each window will display either graphically, with processed
images or with text the status of one module. In this task we will use Athena Widgets
Release 4.

It is hoped that this instrumentation module might in the future be expanded to3 allow for user interaction (manual intervention) with the hierarchical system. This
capability would be a natural compliment to the reasoning capabilities designed into the
high level reasoning module.

3.10 The Intelligent Predictor Module

The need for an intelligent predictor is based on the fact that the target vehicle
operator is capable of suddenly performing large amplitude maneuvers that no
conventional trajectory predictor (i.e. the optimal nonlinear predictor) is capable of
following. However, often these maneuvers are not random, but are based on some3 mission objectives being pursued within the battlefield environment. If there were some
way of determining his mission objectives and examining the battlefield environment it
might be possible to predict more accurately the future behavior of the vehicle. An
intelligent predictor that uses techniques from the literature of artificial intelligence
might be able to predict future behavior better than a conventional predictor. A detailed
discussion of this problem is given in Appendix E. Research is continuing at Purdue to
develop these ideas for incorporation in the hierarchical target recognition and tracking
system as a high level predictor to complement the conventional predictors associated
with mid and low level tracking modules.

Let us consider the short term objective of a land vehicle in a battlefield
environment. The driver has some mission objective that influences the general
decisions made in controlling the vehicle to some destination. Physically, the vehicle is
constrained to the surface of the earth. However, there are certain features of the terrain
that the vehicle cannot or might not traverse. Rocks, ravines, lakes, trees, debris, high
slope regions, and other obstacles are features maneuvered around during the course of
driving the vehicle to some destination. The influence such environmental conditions
have on the decisions made by the driver are a complex combination of human factors,
driving experience, mission objectives, tactics, etc., and developing a relationship
between the environmental causes and the drivers actions may not be feasible, if even
possible. What is desired in intelligent prediction is to develop a model for a decision
making program that, given the same environment, produces similar actions compared to
the actual vehicles motion. The distinction here is that the decision making program may

I
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not necessarily make its decisions based on the same factors as the human driver,
however, it is designed to produce decisions that are close to the actual drivers decisions.

The intelligent predictor uses "world data" to predict future motion. As describe
above, the battlefield environment is complex; short term motion of the order of seconds
may be influenced by visibility conditions, terrain features, mission objectives, tactics, 3
intelligence reports, etc. In order to predict the future motion of the vehicle, one must
model these types of data, and reason about how they influence the motion. The
intelligent predictor can use a map model of the world (e.g., a DMA map database) to see I
what terrain the tracked vehicle will encounter in the future. It also has available to it
intelligence information about possible strategic locations that the vehicle might be 3
headed for as a destination. It is this type of "world data" that the intelligent predictor is
trying to add to the estimation problem in order to intelligently bias the estimation of
where the vehicle will be in the future.

3.11 The High Level Reasoning Module 3
Our research in the area of the high level supervisor has been greatly aided by the

recent addition of Professor Edson Baptista to our resarch team. He is a visiting scholar
from Brazil and has volunteered his efforts to this research for at least one year. His
thoughts on the High Level Reasoning Module can be found in Appendix D. 3

The High Level Reasoning Module is responsible for information fusion and
coordination, maintenance of world knowledge, and user interaction. We will attempt to
add "human-like" capabilities to the system. In order to achieve this we will incorporate
extensive data bases and knowledge processing into our system to simulate human
expertise as well as provide mechanisms for direct human intervention.

More specifically, the High Level Reasoning Module (HLRM) is the one
responsible for.

1. information fusion from then lower level algorithms and the intelligent predictor, i
2. maintenance of world knowledge, enemy capabilities and tactics;

3. coordination of the lower level algorithms and judgement of their performances;

4. coordination of sensors performance as well as their focus of attention in order to n
extract extra identification information;

5. learning capability of target characteristics and tactics; 3
6. evaluation of threat and action sequence based on tactical rules and intelligence.

3.12 Experiments on Multiple Sensor Integration. Vision I
The original segmentation schemes was also extended to the multidimensional I

multisensor case. In this mode, several wave lengths and types of aligned sensors can be
I
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fused to avoid noise and ghost images. This led us into the research of multispectra (Hi-
D) data for battlefield target recognition. Most materials fall only in three distinct classes
of reflectance characteristics. Metallic objects are very much unique in this fashion. By
modeling the multispectra physical properties of these objects, and normalizing out
brightness, one could create segmentation schemes that independent of camouflage, and
outside lighting condition, and it is also immune to shadowing and other common image
noise problems. The difficulty lies in determining the characteristics of reflectance in
military structures.

Although our preliminary results look very promising, and the Purdue Laboratory
for Application of Remote Sensing has the necessary equipment for this study, this3 laborious path will not be pursued any further for lack of personnel resources.

3.13 Ideas on Integration of Acoustic Sensing with Visual Sensing for Improved Tank
Defense Against Helicopters

3 We have hypothesized that military ground vehicles, being vulnerable to attacks by
helicopters, could use acoustic signatures and signal variation to determine position,
attitude and type of helicopter in the battle field. With interest shown by General
Dynamics on the problem (recent paper in Intelligent Systems Review), we feel even
more confident that it is possible to adopt acoustic sensor arrays for ground vehicle5 defense. Our preliminary estimation shows that vehicle attitude can be hard to determine,
but location and loose range estimation, with some degree of identification are possible
with current technology.

3 4. List of All Publications

As a result of the work performed so far, we have produced the following papers:

a. D. Andrisani, M.F. Tenorio, J. Lu, and F.P. Kuhl, "A Hierarchical Approach to
Passive Robust Target Tracking", presented at the Ninth Meeting of the
Coordinating Group on Modern Control Theory, October 24-25, 1989, Picatinny
Arsenal, NJ.

3 b. M.F. Tenorio, D. Andrisani, C. Codrington, and F.P. Kuhl, "Resonating Structures
for Image Based Tracking", presented at the Ninth Meeting of the Coordinating3 Group on Modem Control Theory, October 24-25, 1989, Picatinny Arsenal, NJ.

c. D. Andrisani and E.T. Kim, "The Design of an Insensitive Estimator for Target
Tracking", submitted for presentation at the 1990 AIAA Guidance, Navigation and
Control Conference, August 20-22, 1990, Portland, Oregon.

I
I
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I
5. Participating Personnel

Presented below are the key personnel working on this contract:
Professor Dominick Andrisani
Professor M. Fernando Tenorio
Professor Edson Baptista, Visiting Scholar from Universidade

Federal do Espirito Santo - Brazil 1
(no charge for his contributions)

Mr. E.T. Kim, Ph.D. student of Professor Andrisani
Mr. James Krozel, Ph.D. student of Professor Andrisani, 3

Hughes Fellowship recipient
(no charge for his contributions)

Mr. Jun Lu, Ph.D. student of Professor Andrisani
Mr. Craig Codrington, Ph.D. student of Professor Tenorio
Mr. Anthony Gibbens, M.S. student of Professor Tenorio
Mr. John A. Kassenbaum, Ph.D student of Professor Tenorio I

6. Concluding Remarks I
Substantial progress at very modest cost (30,000 dollars) has been made in

developing a passive hierarchical target identification and tracking system. A battlefield

simulation capable of generating simulated images is under active development. With l
this simulation it is now possible to simulate images of a dynamic battlefield so that
image processing and tracking algorithms can be studied. A new tracker for ground 3
vehicles using position, attitude and terrain data has been specified. Artificial
intelligence is being incorporated in two ways. First an intelligent predictor is being

formulated. Second the high level reasoning module designed to use AT techniques to l
adjust and tune the various competing lower level modules is under development.

The image processing module was found to be able to operate below 0 dB with 3
Gaussian additive noise, and can deliver throughput of over 8 tines realtime image rates.
A sophisticated software system that des together each module of the hierarchical

structure (CoHoRT) is being used and perfected that permit the easy modifiability of the I
system, testing of fault tolerant issues, and integration with previous AI efforts at
ARDEC. New ways of looking at images from both multispectral and spatial viewpoints

have been proposed, and preliminary results are promising.

I
I
I
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I

L Tables I

Table 1 
State Vector for Ground Vehicle Tracker i

= Ve commanded linear velocity along the terrain surface
V actual linear velocity along the terrain surface 3
x North inertial position
y East inertial position
z down inertial position
0, commanded tur rate

ft actual um rawe
R heading angle
S pitch angle
T bank angle

I
I
I
I
I

I

I
I
I
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I Table 2
State Equations for Ground Vehicle Tracker

irc -- WI

l=-(V- VC)tv + g, + W2
i = Vf1 (R,S,T)

= Vf2(RS,T)
z=Vf3(RS,T) [z - Z(xy)]/; + w5

i= w6

S=-S - ST(x,y)]Crs + w 9

=-IT - TT(xy)/rTr + W10

3 where e wi represent gaussian white process noise

I e fi resolve the surface velocity into inertial components

* ST and TT are angles of the terrain surface as a function of x and y position

• Z(x,y) represents the known surface elevation as a function of x and y position

* g, is the component of gravity in the direction of the vehicle's velocity vector.I
U
I
I
U
I
I
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Table 3 I

Measurement Equations

Rm =R+v,

S =S+ V2

T. =T+v 3

Ra = x2 + y2 +z + 4

lia [X*+ y + ZiigX2 +y2+ z2 ]14 + V5
I = mn-1 (Y/x) + V6

=tan- _Z/(X2 + y2) + V7

=[z (xi + yy) - ix 2 + y2 )/(x 2

where the vi represent gaussian white measurement noises 3
I
I
I
I
I
I
I
I
I
U
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I Table 4
Continuous-Discrete Extended Kalman FilterI

System Model i(t) = f((t),t) + w(t) ; w(t) - N(.Q(t))

3 Measurement Model a = Ilk(tk)) +.k; k 1 1, 2.... .... k N(.Q. Rk)

Initial Conditions x(O) - N(Q, Po)

3 Other Assumptions E L(t) _kT] = 0 for all k and all t

State Estimate t) f (.(t),t)3 Propagation

Error Covariance P(t) = F (j(t),t) P(t) + P(t) FT(i(t),t) + Q(t)
Propagation

State Estimate Update .k(+) = .(-) + Kk.k-Jhk (.j-))l

Error Covariance z II-Kk Hk &(-))I Pk(-)
Update

Gain Matix Kk w Pk(-) HkT(k(-)) [Hk(.ii(-)) Pk(-) HkT(ik(-)) + Rkj

F(j(t),t) - )

Defnutitions
HkOkO-)) •311000~))

kaJtk) J1(tk) (_)

I
I
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9. Figures 1
U
I
I
I
I

oAlgorithm Efficiency Produced

I
I
I

Computational Effort Required 3

Figure 1: Computational Effort Versus Algorithm Efficacy

I
I
I
I
I
I



*21

I
I
I

3 ,._ User

Hign Levef Reasoning r

InterHretatio[ns Coordination Systems

ecog ni ton and Tra C kin g

Objec-.s Parameters

I Target Extrac~ion

I Image Da

~FItering & Pmcessing

1
Figure 2: The Hierarchical System DescriptionI

I
I
I
I
U
I



22

I

20

is I
I 10

0.
0 2 46 8 10 12

150 3

~100

o 6 a 010is 0  I

I
timne sec

I

I
I
I
I

. ~ • sl |I



!  23

I

S 10. Appendices
I

Appendix A
* A Hierarchical Approach to Passive Robust Target Tracking

By: Andrisani, D., Tenorio, M.F., Lu, J., Kuhl, F.P.

(This paper was presented at the Nimth Meeting of the Coordinating Group on Modern

Control, October 24-25, 1989, Picatnny Arsenal, NJ.)
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A HIERARCHICAL APPROAGH TO PASSIVE ROBUST TARGET TRACKING

by
Dominick Andrisani, II, M. Fermando Tenoro, Ju Lu

Purdue University, West Lafayette, Indiana
and

Frank P. Kohl
US. Army Armament Research, Developoset, and Engineering CenterIPiadamy Arsemal, Dow, NJ

1. Alst act

Target tracking is approached in this paper using a hierarchical stnucure of cooperating passive
sensors, i.e. optical imaging devices. This structure provides a mechanism for fuing data from different
sensors and fusing results from different algorithms. The result is a target tracker that is robust with
respect to sensor degradation and algoritm limitations.

The specific algorithm for tracking ground based twgets using image data is discussed. In particular I
the correlation of ground vehicle orientation (from an imaging sensor) with target velocity (of importance
to the tracker) is discussed. This correlation makes the tracker described in this paper superior to trackers
that don't use image data. Firthermore, the tracker p in this paper uses terrain map data to help
estimate present target position and to predict future target behavior.

2. Introduction i
This paper has two goals. First, it describes a hierarchical target extraction, recognition, and tracking

system based on passive sensors that can be completely integrated with other battlefield reoces. Thisfirst goal serves as an introduction to the balance of this paper and to the companion paper entitled I
"Resonating Structures for Image Based Tracking" by Tenorio, Andrisani, Codrington and Kuhl(l]. The

work described in these papers is being fumded by the U.S.Army Armament Research, Development and 3
Engineering Center at Picatinny Arsenal.

The hierarchical system consists of the mutually beneficial interconnection of multiple algorithms
operating on several hierarchical levels. Together these algorithms or subsystems can cooperate in the
solution of a complex problem beyond the capability of any one algorithm. This framework allows for I
easy addition, deletion or upgrading of new algorithms as well as communication between algorithms on
the same and different levels. Furthermore this hierarchical framework provides extensive information to
the users (at the highest level) to allow for performance assessment, human intervention, or operator
training. Algorithms on different levels ae allowed to deal with the world with different degrees of
knowledge abstraction. Algorithms can compute a measue of confidence for each type of sensor output to
aid in interpretation of results. Mechardsms for learning both within and between algoridus can be
provided. It is felt that this hierarchical structure offers potential for robust operation since the loss of one
or mor algorithms would result in graceful degradation in the overall system performance.

The second goal of this paper is to describe in greater detail a tracker algorithm that uses target
orientation information from an image processor to track ground vehicles. The tracker will be utilized at I
the mid level of the hierarchical target recognition and tracking system.

3. The Hierarchical Target Extraction, Recognition, and Tracking System i
The main philosophy behind hierarchical target extraction, identification and tracking system is that a

typical single subsystem (sensor and related algorithms) has a performance versus effort relationship I
shown in Figure 1. To obtain maximum performance requires a very large effort. However, to obtain near
maximum performance requires substantially less effort. Our approach is to design a cooperative system
where multiple subsystems work together, and where each subsystem is operating at the "knee" of the I
performance versus effort curve. This apah recognizes that no one subsystem possesses sufficient

I
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performance, but with cooperation among the subsystems desirable overall performance is achievable.
Furthermore, overall system robustness and reliability is enhanced while maximizing throughput. Each
subsystem is simplified and the overall structure is peallelized for efficient implementation moe suitable
for real time operation.

In our ongoing research program we are developing the concepts described above, studying the
implications of fusing the partial results of each algorithm with cooperating neighbors, and incorprating

them in an hierarchical, completely passive, target identification and tracking system, capable of being
irtegrated into a wider battle information network. The system is to be highly adaptive and capab" of
fusing information from a variety of sources (user-given, world, and sensed) in its decision making. The
primary targets being considered are ground vehicles, although airborne targets can also be included. Pure
imagery data will be used (possibly multilbnd), but the incorpomton of laser range or radar dam is also
possible.

The system is composed of four hierarchical levels as shown in Figure 2.
I1. Preprocessing Level: The sensing, filtering and distriution subsystems.

2. Low Level Early processing; responsible for object extraction, tracking using simple image data
(e.g. object centroid) and sensor pointing.

3. Mid Level: Secondary processing; responsible for object recognition, object orientation
determination, and tracking using object orientation.

4. High Level: Reasoning;, responsible for information fusion and coordination. user inteaction,
maintenance of world knowledge, and "smart" trajectory prediction.
At Purdue University a facility is being developed to implement and test this hierarchical strcure.

One of the key components in this effort is a battlefield simulation containing the moving targets and the
moving tracker including the adjustable cameras and the images they generate. Those images can then be
utilized as the primary raw sensor data for input to the hierarchical tracking system. The next sections
describe in greater detail the intended implementation of the mid-level ground target tracking algorithm.I

4. Justilfation for Image Based Trackers

On a modern battlefield enemy aircraft and ground vehicles will employ all the capabilities they can
muster in order to guarantee their survival and their mission success. These capabilities include speed.
maneuverability, and unpredictablity. There will be a substantial advantage to those vehicles that can move
stealthfully without emitting radiation to reveal its position or intentions. There will be further advantage
to any vehicle that can use the radiation emitted from an enemy vehicle to detecz, recognize, track, and
distroy that enemy.

These considerations suggest that the advantage will be held by any vehicle that uses passive
(norvadiating) means to detect, recognize, and track and distroy its' enemy. To be effective the tracking
system must be capable of tracking rapidly moving and maneuvering targets while themselves speeding

apaperIn this we a class of hieramhical trgetracking systems that am passive and capable
of recognizing and tacking maneuvering targets. We employ video based imaging technology as the
pssive sensor and image processing to detect and track the target. Maneuvers of the target am deaected
and compensated for by extracting target aspect angle information from the images. This allows us to
utilize the relationships that exist between ground vehicle aspect angles and vehicle linear velocity to more
accurately determine target velocity. Knowing this we can more accurately predict future target motion,
i.e. when firing at the trget we can more accurately lead the target2].

Target aspect angle information is a supplement to the sensor (camera or FUR) pointing angle
infornation that gives direct data as to the present position of the target. It is also proposed that sensor
angular rates be employed to in order to obtain direct data on target velocity.

The achilles heel of image based tracking lies in determing range to the target. We do not claim to
have all the answers to this problem. We suggest the following approaches. A pulsed laser rangefinder can
be used to determine range to target with great accuracy but at a loss of passive operation. Two separated
sensors provide the ability to triangulate on the target or to use stereo imaging techniques to find range.
Furthermore, it is also possible to borwow techniques employed by submarines to passively track other
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vehicles using only the bearing angle information provided by sonar sensors. I

5. Application to Ground Vehiles

The key reason that image based target trackers offer the potential for superior performance over
radar based trackers is that the image contains important information n0 included in radar data. That data
is the target orientation (e.g. aspect angles or Euler angles).

In the case of fixed wing[3,4] or rotary wing aircraft(5.6] the orientation is directly related to target
acceleration. For instance an aircraft turning will be banked into the turn. The amount of acceleration is
proportional to the amount of banking. This new information helps the tracker to more accurately estimate I
target acceleration. This in turn helps the tracker make more accurate predictions of futue target motion.

In contrast to aircraft, it is not possible to relate acceleration to orientation for tracked or wheeled
vehicles. For example. a ground vehicle turning will generally stay level on the terrain surface even though
the tires or tracks are generating side loads to curve the trajectory of the vehicle. Thus, in any single image
a vehicle turning looks the same as a vehicle going straight (assuming that the imaging sensor is incapable
of seeing the turning wheels).

On the other hand, it is possible to relate ground vehicle orientation to the direction of the velocity
vector. This is because ground based vehicles roll over the surface causing the velocity vector to be in the
direction that the vehicle is pointed. This is true with tracked vehicles and with wheeled vehicles. While
some sliding of the wheels or tracks may frequently occur in battle, the primary mode of locomotion will
be from rolling. Furthermore, the fact that rolling friction is greater then sliding friction and the necessity
to maintain economy of fuel usage compells most drivers to roil rther then slide their tires or tracks.

In summary, the orientation of the ground vehicle gives direct information as to the direction of the
velocity vector. It is believed that a tracker of ground vehicles that uses orientation information will
outperform a tracker that does not.

As with aircraft, the change in vehicle orientation (heading angle) will precede a substantial change
in cross track position as illustrated in Figure 3. This observation suggests increased accuracy in predicting
(leading) the future position of the vehicle.

In this world of increasingly dense computer mass storage it is reasonable to assume that a next
generation target tracker will have on-line access to a digital terrain map of the battlefield. This
information can be used by the tracker in a number of ways.

1. Since the vehicle being tracked is constrained to move on the surface of the terrain, the terrain map
can be used to help the tracker determine his present and future position. Cetainly a vehicle I
approaching a steep decline can be predicted to loose elevation as he descends down the decline.

2. Since the vehicle will sit flat on the terrain, the orientation of the vehicle will be in part determined
by the orientation of the terrain surface. This can be used to help determine the actual orientation of
the target (i.e to aid the image processor) and to help track it.

3. The local slope of the terrain may be expected to influence the acceleration of the vehicle, e.g. a
vehicle descending a hill will likely speed up. I

4. Terrain data is also available with surface conditions, e.g. forests grasslands. marshes. roads. These
also can be used by a "smart* tracker to predict future movements.
Tables I and 2 describe the state equations of a ground vehicle tracker that utilizes terrain maps in I

the first three ways mentioned above. Notice that if the tracker has some idea of the commanded speed,
commanded heading turn rate, the tracker state equations, when integrated forward in time, will produce a
trajectory that keeps the vehicle on the terrain surface at an orentation consistent with the terrain. I

Table 3 describes one possible set of measurements that might be used by the tracker. Angles Rm,
Sm. and Tm come from the image processor. This set assumes range, Ra, and range rate, Ra, are available
to the tracker from a laser rangefinder. This data may not be available if passive operation is required. In

that case a second camera might be required to allow triangulation to find range. Angles 11 and 4 are the
camera azimuth and elevation pointing angles respectively. Angular rates Ii and 4 are optional but useful
pointing angular rates of the camera.

Equations of motion given in Table 2 arm not designed to accurately simulate the motion of a ground
vehicle. Instead, they are designed to track the motion of a ground vehicle given measurements of the I
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motion of the vehicle. In the simulation process, it is important to accurately model all the forces and
moments acting on the vehicle. However, in the n-acking problem most of those forces and moments are
unknown to the tracker. Thus, equations of motion for tracking can be much simpler then those forsimulation.

equations measurement equations as described above, we complete our

tracker by utilizing an extended Kalman filler to estimate the present state of the target. In particular we use
the "Continuous-discrete extended kalman filter descrbed in [7] and shown in Table 4. For predicting the
future trajectory we integrate the nonlinear equations of motion in Table 2 forward in time assuming no
process noie.

At the present time a tracker for ground vehicles of the type described above is being implemented at
Purdue University for incorporation into the hierarchical tracking system at the mid level

6. The Symbiosi Between Image Processing and Tracking

A fortunate benefit of optcal target tracking systems is that by tightly linking the image processing
subsystem and target tracking subsystem, a symbiotic relaionship can exist between these two subsystems
thereby improving overall tracker performance.

Specifically, the image processing subsystem enjoys the following benefits from its close association
with the target tracking subsystem.

1. Accurate tracking of the maneuvering target allows the optical sensor to employ a longer focal length
thereby creating a larger target image within the field of view. In addition, accurate tracking helps
eliminate loss of the target from the field of view.

2. Since a target usually is pointed into its velocity vector, the tracker (knowing the velocity vector) canhelp the image processor resolve the visual ambiguity associated with determining whether the target
is pointing into or away from the imaging sensor.

3. The tracker can often provide a priori estimates of the location and aspect angle of the target withinthe sensor's field of view. This can reduce computer time required by many image processors,
especially one that use library search techniques to find target attitude.

The tracking subsystem enjoys the following benefits from its close association with the the image

processing subsystem.

1. Location of the target within the image frame C.e. boresight corrections) can be used to mor
accurately locate the target on the battlefield. This data supplements the sensor pointing data (i.e. the
diection of the sensor boresight).

2. By knowing target aspect angle the tracker can mome accurately estimate the direction of the target
velocity vector and therefore determine with greater precision the present and future position of the
target.

7. Conlsin

Target tracking is approached in this paper using a hierarchical micure of cooperating
sensors i.e. optical imaging devices. This swxture provides a mechanism for fusing data fom
different sensors and fing results from different algorithmL The result is a target tracker that is

robust with respect to sensor degradation and algorithm limitations.
The specific algorithm for tracking ground bued targets using image data is discussed. In

paicular the correlation of ground vehicle orientation (from an imaging sensor) with target velocity
(being determined by the tracker) is discussed. This correlation makes the tacker described in this
piper superior to trackers that don't use image data. Furthermore, the tracker proposed in this paw
usea terrain map data to help estimate present trget poition and to predict the future target behavior.I

I
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Tale I
Stw Vector for Grund Vehicle Track

1 = WV comumded linew velocity along the twain su"face
V actual inear velocity along the terram surfmace
x North inertial powison
y East inri position
.z down inmial Foit, P € ommanded m rat

R acual urn rm
R headngle
S pichangle
T bink angleI

Table 2
Stie Fqutons for Ground Vehicle Tracke

I Vc aWi
V--(V- Vc)v + g, + W2

x-Vft(R,S,T)
S -Vf 2(RS,T)
--vf3 (RS,T)

I R!w

R=R
[S - S(x.y)JTs + W9

Tm - TT(x,y)/'T + W10

where * wi represent gaussian white pm noise

0 f, resolve the surface velocity into inertial components

0 ST and TT ae angles of de twain surface as a function of x and y poition

. g v is the component of gravity in the direction of the vehicle's velocity vector.
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Table 3
Measuument Equations

Rm =R+v,

Sm = S + V2

Tm = T+v 3

Ra = (x2 + y2 + z212 + v4
a =[xi + y, + zz]/[x 2 + y2 + Z2 ]1  + v5

11 =mta - (y/x) + v 6

ta= -(-Z/(x 2 + y2)] + V7=(x - y(X2 + y2) + V8

= z (Xi + yy) - i(x2 + y2)14(x2 + + z2 ) (x2 + y2)lt] + v9

where the Vi repesent pusi white meae noises

Table 4 I
Condnuots-Discnm Exeded Kahnan Fike'

System Model i(t) -f(.,(t),t) + w(t); 1(t) - N(Q Q(t)) I

Measurement Model .1k a =k(A(tk)) + V_ k a 1, 2....; -- N(Q Rk)

Initial Conditions A(O) - N(Q,, Po)

Other Assumptions E [w(t) T=] -0 for all k and alt 3
State Estimate
Propagation j(t)

Error Covariance i(t) -F (j(t),t) P(t) + P(t) FT(.j(t),t) + Q(t)Propegtion

State Estimate Update £j,(+) = jk(-) + KkLi-Jlk (ik(-))]

Error Covuan Pk(+) a [l-Kk Hk (&j(-))I Pk(-)

Gain Matrix Kk - Pk(-) HkT(Y-)) Hk(ik(-)) Pk(-) HkT(ji-)) + Rk]"

F(.j(t),t) = a.( (t),t) I.

lDef'mitiong

Hk(k(-) , )) II

I
I
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Appendix B
Resonating Structures for Image Based Tracking

By: Tenorio, M.F., Andrisani, D, Codrington, C., Kuhl, F.P.

(This paper was presented at the Ninth Meeting of the Coordinating Group on Modern
Control, October 24-25, 1989, Picatinny Arsenal, NJ.)

Abstract

The design of classical vision systems is based on serially piecing together
individual algorithms, each of which is intended to solve a specific part of the vision
problem under a given set of assumptions. This has met with poor performance and low

information throughput. The design process for each of these algorithms is usually
disjoint, and ignores the system integration process. Here, we speculate on a new
philosophy for the design of vision systems that uses highly parallel and simple elements
that are easily integrated. To improve the performance of the simple algorithms involved,
heavy use of closed feedback loops is made throughout the system. These loops have self
correcting capabilities in different time scales. This work suggests a simple system that
uses several of these concepts object recognition in noisy conditions.
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I

Appendix C
The Design of an Insensitive Estimator for Target Tracking i

By: Andrisani, D., Kim, LT.

(This paper has been submitted for presentation at the 1990 AIAA Guidance and Control
Conference, August 1990, Portland, Oregon)
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I
THE DESIGN OF AN INSENSITIVE ESTIMATOR

FOR TARGET TRACKING

I

I Dominick AndrisaniI and Eung T. Kim

School of Aeronautics and Astronautics

Purdue University

West Lafayette, IN 47907

I
Abstract

Two related methods for designing estimators to be insensitive to unknown

variations in parameters of the plant are presented. A mechanism for trading off

small estimator error variance and low sensitivity to unknown parameter

variations has been developed using estimator gains computed from an iterative

algorithm. This insensitive estimator design method is applied to the target

I tracking problem. In this example an a - 0 tracking filter is designed to be

insensitive to the type af aircraft being tracked (i.e. the mathematical model of the

aircraft being tracked).

I
I
I
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I
1. Introduction I

When tracking an unfriendly target aircraft the mathematical model of the

target, i.e the order and the nature of its parameterization, is usually unknown. I
Furthermore the parameters of that mathematical model, such as stability and

control derivatives, would generally be unknown and time varying. To make

matters worse, the often violent control inputs applied by the pilot are also

unknown to the tracker. Designing a successful state estimator for a target tracker

under these conditions is indeed a difficult task. An adaptive estimator can I
improve the performance in the above situation by using the information acquired

during the operation of the estimator to change some internal property of the

estimator. However the adaptation mechanism often places an excessive

computational load on a real time tracking algorithm. The approach taken in this

paper is to design a nonadaptive estimator that is insensitive to parameter U
variations.

Estimators insensitive to parameter variation have not received as much

attention in the literature as insensitive controllers. Most of the studies about

robust estimation address the situation where measurement disturbances are not

Gaussian. F. J. Alexando suggested a computationally simple method by making

symmetrical the system matrix of the estimator, (A - KC ), in order to design

observers insensitive to parameter changes in the presence of slowly varying I
inputs and no measurement and process noise [1). I

In this paper a new design method for estimators insensitive to parameter

variations is developed by modifying the cost function used in the design of

insensitive controllers. The performance of this insensitive estimator is illustrated I
I
I
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I
using in the context of target tracking.

2. Background: Design of Insensitive Estimators

The continuous, linear, time-invariant plant dynamics for a target aircraft

can be described by the linear differential equations

i = A(a)x + B(a)w (1)

where a is a vector of system parameters and w is a zero-mean white Gaussian

process noise vector with spectral density Q. The system input is modeled here

using process noise to approximate the unknown inputs applied to the aircraft by

the pilot and by atmospheric turbulence. The measurement output equation is

m given by

Sy= C(a)x + v (2)

where v is a zero-mean white measurement noise vector with spectral density R.

It is very common in the design of estimators (as in the target tracking case)

m that the exact plant matrices A(a), B(a) and C(a) are unknown to the designer of

the estimator. Instead the designer of the estimator must frequently use a different

perhaps simpler state space model. We assume here that the designer of the

estimator has chosen to use A, B. and C. system matrices to design his state

estimator. His design parameters are then the estimator gains K. In selecting K, he

I is concerned about the sensitivity of his estimator to variations in the plant

matrices A(a), B(a) and C(a).

I
I
I
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I
We assume the estimator to be of the following form 3

X Ai+K (y-Coi (3)

where i = estimated state vector

K = gain of the estimator

A. = estimator system matrix (not necessarily same as A(a))

C = estimator output matrix (not necessarily same as C(a))

The gains K can be determined by numerous procedures. If the Kalman

Filter is used, the assumption must be made that A0 = A(ao) and Co = C(ao)

and that a 0 is the correct parameter vector. The Kalman Filter then minimizes the

following cost function. I
J(ao,K) = lim[ E (eTWe )] =, (4)

t-#- 

I
where e is estimation error (i.e.e x -), W is a weighting matrix and a. is a

nominal value of the uncertain parameters. I
The Kalman Filter is only optimal when the design conditions are exactly

true and exhibits degraded performance whenever parameter vector a varies from

those values used in the filter design (a.). Actual estimator performance may be 3
highly sensitive to parameter variation.

As a way of dealing with parameter sensitivity, "the expected cost method" 3
was developed by Ly and Cannon [21 who used the expected value of the cost

over the complete range of parameter variations as a cost function. Since the

calculation of the expected value of the cost requires considerable computation 3
I
I
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I
for a continuous probability density function, the idea of using a finite sum of

costs, each one evaluated at a fairly small number of points in the range of

parameter variation was considered [3]. This method of minimizing the sum of

cost will be called a "minisum" method here for convenience.

The cost function used in the "minisum" controller design(4] may also be

used for estimator design and be written as follows

kJ(K) = ZPA~(ai,K) (5)I =

where Pi is the probability of a = ai and

Ji (ai, K) -lira [ E (e TWe )1, fai (6)

With the "minisum" design procedure, estimator gains K would be chosen to

minimize J(K) in Eq.(5).

The estimator designed using the above procedure would be insensitive in

some sense. But insensitiveness can be defined in several ways. The "minimax"

method is another popular insensitive design method [5]. With the "minimax"

design procedure estimator gains K would be chosen to minimize the largest

PiJi(ai,K). This approach requires the determination of the parameter giving

worst performance. This can be quite expensive computationally [3]. To compare

the inherent properties of two methods - "minimax" and "minisum", an example

is shown in Fig.1 where the values of performance indices weighted by

probability are drawn against the plant parameter variation.

I
I
I
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I

In Fig.l, let's assume (a) was obtained by the "minisum" method and (b) is

a "minimax" design result. It is clear in this case that the "minisum" method

result is highly sensitive to parameter variation and "minimax" design will be I
preferred even though it has a little bit larger expected cost. But if (C) is assumed

to be obtained from the "minimax" method instead of (b), the "minimax"

estimator is not as good since its insensitiveness is meaningless because of its

large expected cost. The choice of design method between these two cannot be

determined until performance indices are calculated as a function of system

parameters.

A new cost criterion which could avoid the above problem can be obtained

by a simple modification of the cost function defined by Eq.(5). The idea is to

give more weight to large contributors in the performance index and less weight

to smaller ones. This can be done by choosing (PiJi )m- as a weight function, 3
since this (PiJi) 1 is large when PiJi is large and small when PiJi is small for

aIlm> 1. I
The new cost criterion can be written as follows

k

Now the objective is to find estimator gains, K which minimize JA(K) with

properly chosen value of m under the assumption A., Bo, and C, are fixed. Note

that when m = 1, this method is exactly same as "minisum" method, and as I

m -+ -, the method approaches to the "minimax" method. (Too large value of m

cannot be used because of numerical problems.) This new method will be called

the "asymptotic minimax" method here.

I
I
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3. Design Method #1: The Insensitive Kalman Filter

The Kalman Filter uses gain obtained by solving the Riccati equation.

0 = S T+A0 S-SC T R 1CoS+B o QBo

K = SCTR -1

I The Kalman gain is a function of both Q and R. Measurement noise

spectral density R may be assumed to be known to the designer, since the

specifications of measurement devices are available to him. But process noise

spectral density Q of the plant is not generally known, and Q loses its meaning as

the spectral density of the process noise in the practical situation where A., B.

I and C matrices are not same as A, B and C respectively. This naturally leaves Q

to be used as a design parameter.

In order to make the Kalman Filter insensitive to parameter variations, Q

can be adjusted to minimize JA(K). In doing this the gain is constrained to

follows the Riccati equation given above. In many cases, a line search algorithm

I such as the Golden Section Method [61 can be used to find this value of Q (and

therefore the Kalman gain K).

An estimator designed with the procedure described above will be called

the "Insensitive Kalman Filter". It should be noted that the gains computed this

way are not necessarily the gains that minimize JA(K). Gains found without the

I Riccati equation constraint will probably produce a smaller cost.

I 4. Design Method #2: The Asymptotic Minimax Method

I
I
I
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I
In this section we present a design procedure that does not use the Riccati

equation constraint of the Insensitive Kalman Filter. Rather the gains are found

which directly minimize JA(K). The method we will call the "asymptotic I
minimax" method.

The Dynamic equations (1), (2) and (3) can be combined as

orI

i = Ax, + B.uo (9)

If hx is the portion of the state vector to be estimated and h. iis the corresponding

portion of the estimated state vector, then the error vector and error variance I
matrix can be given as

e =hx-h 0i

lim E(eWeT) = trace(X N) (10)

where

XE[XX xhTWh -hTWh.] I
[xT i] N hT hIoh

The steady state value of X is given by the solution of the Lyapunov equation

I
I
I
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I
AX+XA.X+B.U.B.=0 ()

where

The existence of unique solution to Eq.(t l) is guaranteed if plant system and

estimator are stable [7]. The cost function defined in Eq.(7) can be written as

I
JA(K) = 1[Pi trace (XiNi )r (12)

where subscript i denotes the evaluation for parameter i. The objective is now to

I find K minimizing JA(K) under the constraint of Eq.(1 1). The first order

necessary condition for minimization is that

dJA -
A 0 (13)

The gradient of JA(K) can be calculated by introducing a Lagrange multiplier

matrix, G, which satisfies the following Lyapunov equation.

AIaG + GAa+ a-- trace (xiN r = 0 (14)* ax

We can express G and X in 2 x 2 block matrices as followsI
rGil G12 1 X1  X121G-GT= 2- xT= xI

I
I

I
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Then the gradient of JA(K) is given by

ajA k XICTX2T-=-a, -2 ( G , x, ,,c, -x, )+ GA ( XiT-_ Xic)

+ G2Z KRJ (15)

where X, ,.XtZ,X ZGt2andGA are calculated by the following equations.

AiXII, + XIIAT + BiQiBT = 0 (16)

AiXt2 + Xi2z(Ao - KCohr + X, 11CTK T = 0 (17)

(Ao-KCo)X 2Z +X2Z (Ao-KCo)T+Kq.XI2+(KCiXI2)T+KRiKT = 0 (18)

A K+)rG2, + G2, (A- (19)

ATG,2, + Gi2(Ao - KCo) + (Kqc)TG22, + Ml2,T = 0 (20) I

where 3

M [MII, Mi1 A[M!ZT M2,J_ mt Ptrace(XN,)]''

Since Eqs.(15-20) are coupled, estimator gain K must be solved by a

iteration. A substitution method for the new K from Eq.(15) or a gradient

technique such as the DFP algorithm [8] can be used to determine K minimizing

JA of (12). Any Kalman filter gain can be used as an initial value for the iteration

since this guarantees a stable estimator.

At each iteration, the new value of K must stabilize the estimator. A

minimum of JA(K) at each iteration will occur before a stability boundary is I
reached since JA(K) becomes extremely large as K approaches the stability I

I
I
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boundary of estimator. Therefore, the estimator will remain stable by using a

sufficiently small increment of K for a new K [9].I
5. Application to Aircraft Tracking

In this section we apply the insensitive estimator design methods described

above to the problem of tracking the vertical motion of an aircraft. Only

I estimation was considered. State prediction was considered. The target equations

of motion and measurement equation are represented by Eq.(1) and (2) where

x= [uwqOz]T

Tucosi, + Xu + XW + X, I ---

-Tusini, +Z- zw

A= - 4z 1-4

Z + Mu+M,,-T.sini+Z W zIIY I -zW -' -
0 0

L0 11
1Xq+Xw I -z. -gCoSY - 0

1-41Zq +U 
- sino 0

1 -4 1-4' (21)

IMq +Mwi I-YW- M* I !z 0

1 0 0
0 -U 0

I
I
I
1I
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I -zI
_I

B Z' Z (22)
M8, + Mi, -

0
0

C=[O 0 0 0 1 01 (23) I

For the definition of the variables in A and B matrices, refer to reference I
(10]. The system input, elevator angle, is modeled as white Gaussian noise [1 I].

The available measurement is assumed to be vertical position z.

As an estimator model, the a-P filter was used. This is a typical modem 3
tracking filter with only two states, position and velocity of the target. Normally

three a-3 filters are used in tracking the aircraft, one in each direction of an I
inertial rectangular coordinate system. Each estimator is described as follows

(131

x=w I

where x denotes position in either north, east, or vertical directions while w I
denotes white noise. Only one a--P filter is needed here since target aircraft was

assumed to be in vertical motion only. For the a-0 filter, estimated state vector

x, A., B. and C matrices in Eq.(3) are defined as follows.

I
I
I
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I
iX= [z i]T

Ao = [Bo = [ Cm = [0 0]

The flight data with 26 different flight conditions for several types of

aircraft were obtained from reference [14,15,161 and listed in Table 1. In the

definition of the cost criterion in Eq.(7), subscript i denotes the evaluation at the i

th flight condition and k=26 for this example and probability that tracker could

encounter with one aircraft in Table I was assumed to be same as other aircrafts,

that is Pi = 1/26. Pilot input to each aircraft was assumed to be zero-mean white

noise whose intensity was determined such that variance of the acceleration in Z-

direction of each aircraft is same (2G) 2 as for all flight conditions.

The error variances of the estimator were calculated analytically by solving

the Lyapunov equations. Fig.2 shows the error variances of the estimators

designed by several ways. (a) is the result of Kalman filter whose gain was

I calculated from Riccati equation by finding the best value of Q minimizing the

cost criterion defined in Eq.(7) by line search algorithm. (b), (c) and (d) are the

results of "asymptotic minimax" method with m =1, 10 and 20 respectively. And

(e) is the "minimax" estimator result, this was obtained by the Standard Kalman

filter designed at the worst flight condition.

I Note that the sum of error variances of (a) is larger than that of (b). Recall

that the gains for (a) are constrained to satisfy a Riccati equation while the gains

for (b), (c) and (d) are not so constrained.

Note also that, as m increases, maximum of error covariances decreases,

while sum of error variances increases, approaching to "minimax" design result ofI
I
I
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I

(e).

By increasing the value of m from 10 to 20, only a slight improvement was I
achieved in the worst condition at the expense of large performance degradation

in other conditions and "minimax" design, (e) is certainly not a good one

compared to (d) for this reason. "Asymptotic minimax" method with m=10 is

proposed as the most favorable design method in this tracking problem if low

sensitivity and small error variance are both required.I

As a next example, sensitivity to the change of one stability derivative of

aircraft was investigated. The trajectory of T-38 aircraft with flight condition 5 in

Table I was estimated using an a-0 estimator. Cm. of the aircraft was changed

from -1.3 to -0.1 which is the typical range of C.. of target vehicles. C, is

linearly related to M. in equation (21), see (10]. Seven points of C,. in this I
range were considered (k=7) and the probability, Pi was assumed to be same for

all cases of C,.. The principle property of "asymptotic minimax" estimator with

different values of m is more clearly shown in Fig.3, and "asymptotic minimax"

method wihm =10 is felt as the best one again.

S. Conclusions

Two iterative algorithms for computing the state estimator gains was

presented with which a trade-off between error variance and sensitivity to

parameter variation can be achieved. These methods were developed from the

insensitive controller design method suggested by Ly and Cannon, but are much I
more flexible since they give a free design parameter, m to the designer. If m=l,

I
I
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I
they become the "minisum" estimator and as m -+-, they approache to

"minimax" method. A compromise between "minimax" and "minisum" estimator

can be obtained by an appropriate choice of m that doesn't have the inherent

disadvantages of either the "minimax" and "minisum" estimators. A target

tracking numeric-l example is presented to illustrate the performance of new

design methods.

In the design algorithms developed here, it was assumed that estimator

I model has fixed parameters. However this assumption is not necessary. The

optimal values for these parameters can be computed by computing the partial

derivatives of the cost function with respect to these parameters. In addition the

same design concept used here could be used to design a class of insensitive

I controllers which would have same properties stated above.

I
I
I
I
I
I
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U a: "minisum" estimator
b.5- bfirst case of "minimax" estimator
c second case of "minimax" estimator

3

1 2.5-C
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Ua
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Uncertain parameter(a,)

Fig. 1 Extreme examples of "ininmax" and "minisum" estimator
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a: Kalnan filter with best Q
b : "asymptotic minirnax" with mi--l

35- c: asymptotic minintax" with m=10I
d : "asymptotic minimax" with m-20

e: "minimax"

* 30 U

0 25-I

3o I

° I
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Fig.2 Alpha-beta estimator for 26 different flight conditions
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20Ia: Kalman filter with best Q

1-b : "asymptotic minimax" with ml I
19 : "asymptotic mimax" with m 10

d : "asymptotic minimax" with m=2O

~3 17-

0~16-

15 -........

14-

13
-1.4 -1.2 -1 -0.8 -0.6 -0.4 -0.2 0

Uncertain Parameter(Cma)
Fig.3 Alpha-beta estimator for Cina variation of T-38
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Table.1 Target Aircraft Flight Condition l
flight Aircraft Velocity Altitude Mass

cond. No. (fvsec) (Kft) (slug)
I F-104A 287 0 14126 I
2 F-104A 893 0 16300
3 F-104A 1228 0 16300
4 A-4D 223 0 22058 I
5 A-4D 447 0 17578
6 A-4D 950 0 17578
7 A-4D 423 15 17578
8 A-4D 634 15 17578
9 F-4C 230 0 33197

10 F-4C 893 0 38925
11 F-4C 1228 0 38925 I
12 T-38 829 15 7500
13 T-38 829 15 9375
14 T-38 829 15 11250
15 NT-33A 228 0 11800
16 NT-33A 447 0 13700
17 NT-33A 782 0 13700
18 B-52 627 10 325000
19 B-52 627 10 406000
20 B-52 627 10 488000
21 B-I 951 0 227950
22 B-I 951 0 313475
23 B-i 951 0 395000
24 C-5A 246 0 580756
25 C-5A 52 0 654399
26 C-SA 726 0 654399 I

I
I
I
I
I

I I
i --i

I



1 57

I Appendix D
High Level Reasoning Module

I Author: Edson Baptista

1. Overall Project Objective

This research is aimed at studying a hierarchical target extraction, identification
and tracking system based on passive sensors, that could be completely integrated with

other battlefield resources. This research has two major subgoals. The first subgoal is to3 study and formulate a hierarchical system description for the mutually beneficial

interconnection of multiple algorithms operating on several hierarchical levels. Together
these algorithms would cooperate in the solution of a complex problem beyond the

capability of any algorithm. The second subgoal is to illustrate this hierarchical system
description by considering the target extraction, recognition and tracking problem. It is
proposed do study cooperating algorithms for a robust passive tracking system capable of

accurately determining the present and future trajectories of ground and airborne
3 vehicles.

I 2. Proposed Solution

A hierarchical structure such as figure-1 of section 5 of this appendix, is the

proposed solution.
As can be seen from the above mentioned figure, the solution of such complex3 problem would be impossible to be executed by a single algorithm, but rather by the

integration of several algorithms in several levels of definition of the problem.
Furthermore, with this type of solution we can allow that more than one algorithm could
be used to solve the same level problem, i.e., they would be allowed to deal with the
world with different degrees of knowledge abstraction.I
3. Lower Stage Tasks

It is defined as Lower Stage Tasks (LST), the following activities:

a. Pre-Processing Level: sensing, filtering and distribution subsystems: -At this

level, the activities to be performed are: data acquisition, camera control3 mechanism and early signal processing. It will extract data from the image and will

I
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distribute only the desired information to the appropriate modulus of the second I
level.

b. Low Level: early processing; responsible for object extraction:I
-At the level of object extraction, we will have the Target Extraction Module
(TEM) that will feature the early image processing system. This subsystem will be 3
characterized by highly parallel and robust algorithms.

This level will provide as output, segmented image in several interesting regions
as well as the contour of rigid objects with all surfaces reconstructed.

c. Mid Level: secondary processing; responsible for object recognition and tracking:
-This level is composed of two subsystems: Target Recognition Module (TRM and I
Target Tracking Module (TTM).

The aim of the Target Recognition Module (TRM) is to provide target identification U
information to the High Level Reasoning Module (HLRM), target orientation
information to the Target Tracking Module (ITM) and region inhibition information to I
the Target Extraction Module (TEM). The Target Tracking Module (1TM) will provide
estimate of target acceleration using more refined information from the imaging system
and use this to improve the estimate of future target motion.

I
4. High Level Processing - Reasoning

Responsible for information fusion and coordination, maintenance of world I
knowledge and user interaction. At this level will be attempted to have "human-like"
capabilities added to the system. In order to achieve this will be incorporate extensive 3
data bases and knowledge processing into our system to simulate human expertise as well
as will be provided mechanisms for direct human intervention. The action at this upper-
level can be subdivided into two main areas: High Level Tracking Module and High
Level Reasoning Module.

4.1. High Level Tracking Module (HLTM)

- This subsystem goals will be achieved by the use of "intelligent predictors" I
designed to incorporate knowledge of the target tactics and objectives, and disposition of
friendly forces to help predict likely paths for targets. The use of battlefield knowledge as 3
well as tactical data incorporated into the system, will be utilized to find priority and
select the target to be tracked. 3

I
I



I 59

42. High Level Reasoning Module (HLAM)

- The Reasoning Module (HLRM) is the one responsible for:

i. information fusion from then lower level algorithms and the intelligent predictor,

ii. maintenance of world knowledge, enemy capabilities and tactics;

iii. coordination of the lower level algorithms and judgement of their performances;

I iv. coordination of sensors performance as well as their focus of attention in order to
extract extra identification information;

I v. learning capability of target characteristics and tactics;

vi. evaluation of threat and action sequence based on tactical rules and intelligence.

A detailed description of the above subproblems could be shown as:

i . Information Fusion

I The HLRM will be receiving data from lower level algorithms such as:
identification, position, predicted trajectory, orientation, velocity, acceleration and
confidence values generated by these algorithms. In this process, data coming sensors are
used in parallel for feature extraction at the lower levels of the hierarchical structure here
proposed. Same or different features are extracted in parallel by these algorithms and fed3 up to the Reasoning Module. The knowledge based understanding process will then unify
these preprocessed data through multilevel representation, combining quantitative and
symbolic attributes [Pau-89] as well as a posteriori probabilities.

An extensive bibliography on Sensor Fusion and Reasoning with Uncertainty will
be utilized in order to better solve this problem. Among those we can list the following:

[11 -Brooks. R.(1981)- "Symbolic reasoning among 3-D and 2-D images"-Arif. Intellig., 17, pp. 285-

* 349;

(21 -Berenstein, Kamel and Levine (1986)-Consensus Rules", in Uncertainty in Artificial Intelligence -
Ed. Kanal & Lemmer- Norh Holland, pp. 27-32;

[31 -Chen, S.(1987)-'Multisensor fusion and navigation of mobile robots"- Int. J. Intell. SysL, 2, pp.
24-36;3 [4] -Chiu, S1. et all (1986)-"Sensor data fusion on a parallel processor"- Pro,.. IE Conf. on Robotics
and Automation, San Francisco, April, pp. 1629/33;

S[51 -Cohen, P.R.(1985)- "Heuristic Reasoning about Uncertainty: an Artificial Intelligence approach"

-Pitman, Boston, MA;I
I



603

[6] -Dubois and Prade (1988)-"Representaion and Combination of Uncertainty with Belief Functions l
and Possibility Measures"- Comput. Intcll.,4, pp. 244-264;

[7] -Felix and Hoffman (1989) - "A Knowledge-based system using reasoning with uncertainty in the l
VLSI chip synthesis domain"-Eng. Applic. of Al, 2, June, pp. 144/152;

[8] -Halpern and McAllister(1989)-"Lkelihood, Probability and Knowledge. Comput. IntelL, 5, pp. 3
151-160;

(9] -McArthur, G.-(1988)-*Reasoning about knowledge and belief: a survey"- Comput. Intell., 4. pp.
223[243; .

1101 -Pau. L (1989)-'Knowledge representation approaches in sensor fusion"- Automatica, 25,2, pp.
207-214. 3

ii . Maintenance of World Knowledge, Enemy Capabilities and Tactics 1
As we will be dealing with problems related to real-time operation of algorithms

we will be faced with the task of representing and reasoning from real knowledge rather 3
than facts and rules. We will not be dealing just with the problem of understanding
knowledge but abstracting, classifying and structuring this knowledge.

Some suggested literature in the area are:

(11] -Broeders, Brdijn and Verbruggen (1989)-"Real-time direct expert control using progressive I
reasoning"- Eng. Appl. of AI, 2,June, pp. 109-119;

[12] -Caudill, M. (1987-1989) -"Neural Network Primer"-AI Expert-Part I: Dec.87, pp. 46-52; Part U1:
Feb. 88, pp. 55-61; Part I. June 88, pp. 53-59; Part IV: Aug. 88, pp. 61-67; Part V: Nov. 88, pp.
57-65; Part VI: Jan. 89;

[181 -Hood and Mason (1986)-*Knowledge-based systems for real-time applications"- Applications of I
Expt Systems -I.Rao Quinlan-Ed., v.1, pp. 102-119;

(19] -Rao, Jiang and Tsai (1989)-" Combining symbolic and numerical processing for real-time 1
intelligent control" - Eng. Appl. of AI, 2, march, pp. 19-27;

(201 -Simmonds, W.H. (1988)-"Representaion of real knowledge for real-time use" - Proc. IFAC on
Artif. Intel!. in Real-Time Control, Swansea-UK, pp. 07-1I;

[211 -Voss, H. (1988)-" Architectural issues for expert systems in real-time control"- Proc. IFAC on
Artif. Intell. in Real-Time Control, Swansea-UK, pp. 01-06.

iii. Coordination of the Lower Level Algorithms and Judgement of their Performances 3
- The algorithms included in this task are those utilized for. Target Extraction

Module (TEM), Target Recognition Module (TRM), Target Tracking Module (TM) and I
the Intelligent Predicior.

Various algorithms will be associated in the processes of Target Extraction,

Recognition and Tracking, some more simple and some others more sophisticate, some

I
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3 utilizing the same data and extracting the same features or complementary features.
In order to achieve "harmony" in the operation of the overall system, knowledge

based systems will be utilized. The tunning of the various algorithms that are going to be
processed in parallel fashion, with different computing time, different accuracies and
different data is a difficult task.

Will be utilized an extensive bibliography already known as well as new
development will be required. As a start, the development of the "subsumption
architecture" proposed by [Rosemblat and Payton-89] will be taken into consideration.

We can not forget that the operation of these algorithms are in real-time, therefore
we ought to decide what Al approach will be more appropriate to deal with this kind of3 problems. Whether it will be "expert system", or "neural networks", or a "hybrid
combination of the two", is in study right now.

Some bibliography in use are:

(22] -Arzin, K-E. (1988)-" An architecture for expert system-based feedback control"- Proc. IFAC on3 Artificial Intell. in Real-Time Control, Swansea-UK, pp. 21-26;
[231 -Brooks, R (1986)-" A robust layered control System for a mobile robot" - IEEE J. Robotics and

Automation, RA-2,1,march, pp. 14-23;3 [24] -Brooks and Flynn (1989)-"Rover on a chip"- Aerospace America, October, pp. 22-26;
[25] -Giralt, Chatila and Vaisset (1983)-" An integrated navigation and motion control system for

autonomous multisensory mobile robots"- Robotics Research I -Brady and Paul, Eds. - Cambridge,
MA, MIT, pp. 191-214;

[26] -Handelman and Stengel (1988)-" Perspectives on the use of rule-based control"- Proc. IFAC on
Artif. Intell. in Real-Time Control, Swansea-UK, pp. 27-32;

[27] -Kanayama, Y. (1983)-" Concurrent Programming of intelligent robots"- Proc. UCAI, pp. 834-838;

[28] -Krijgsman, Verbruggen and Bruijn (1988)-"Knowledge-based real-time control"- Proc. IFAC on
Artif. Intell. in Real-Time Control, Swansea-UK, pp. 13-19;

[29] -Rosemblat and Payton (1989)- "A fine-grained alternative to the subsumption architecture"-
Submitted to: 1989 IEEE/INS- Int. Joint Conf. an Neural Nets.

iv . Coordination of Sensors performance as well as their Focus-of-Attention

-This subproblem relates to the control signals that are going to be sent to the
sensors. These signals will generate focus-of-attention signals to the sensors and trackers
to concentrate on smaller areas of the image and the zoom lens camera to track the target
for extra identification information.

The sensor performance can be measured by the contribution they can bring into
the system through split weighted factors for each sensor individually. Extensive
literature on filtering can be used for this evaluation of performance.

I
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v Learning Capability of Target Characteristics and Tactics I

This item will be studied together with the Intelligent Predictor. 3
vi .Evaluation of Threat and Action Sequence based on Tactical Rules and Intelligence 3

This item will be studied together with the Intelligent Predictor.

5. Concluding Remarks

Studies on the High Level Reasoning Module have just begun. There is a large
amount of additional work to be done, such as a more complete bibliographical search, 5
conceptual design and detailed development. We will continue building our expertise in

the field of Artificial Intelligence and to explore ways to use this technology in the

Hierarchical Target Recognition and Tracking system.

6. Figure-l: "The Proposed Solution" I

User 3
Hign Level Reascemn

• [ Systems
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Figure 1- The Hierarchical System Description
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* Appendix E
The Intelligent PredictorI

Author: Jimmy KrozelI
1. Introduction

UIn this appendix, a statement of the intelligent predictor problem, subproblems, and
a discussion of how they relate to classical artificial intelligence problems in planning is
discussed. First, the intelligent predictor problem is presented with motivation from the
ground vehicle tracking scenario. The theory needed for intelligent prediction is
dependent on some subproblems from a "dual" domain of problems, namely, from the
field of path planning of autonomous vehicles. Thus, a portion of this appendix is
devoted to discussing fundamental problems in path planning, and presenting the "dual"
problems for prediction. Applications are given to clarify the connection between the
planning and prediction problems.U

1 2. Intelligent Prediction

Let us consider the short term objective of a land vehicle in a battlefield
environment. The driver has some mission objective that influences the general
decisions made in controlling the vehicle to some destination. Physically, the vehicle is
constrained to the surface of the earth. However, there are certain features of the terrain
that the vehicle cannot or might not traverse. Rocks, ravines, lakes, trees, debris, high
slope regions, and other obstacles are features maneuvered around during the course of
driving the vehicle to some destination. The influence such environmental conditions
have on the decisions made by the driver are a complex combination of human factors,
driving experience, mission objectives, tactics, etc., and developing a relationship3 between the environmental causes and the drivers actions may not be feasible, if even
possible. What is desired in intelligent prediction is to develop a model for a decision
making program that, given the same environment, produces similar actions compared to
the actual vehicles motion. The distinction here is that the decision making program may
not necessarily make its decisions based on the same factors as the human driver,
however, it is designed to produce decisions that are close to the actual drivers decisions.

The intelligent predictor uses "world data" to predict future motion. As describe
above, the battlefield environment is complex; short term motion of the order of seconds
may be influenced by visibility conditions, terrain features, mission objectives, tactics,
intelligence reports, etc. In order to predict the future motion of the vehicle, one must
model thes types of data, and reason about how they influence the motion. The

Ioe hs
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intelligent predictor can use a map model of the world (e.g., a DMA map database) to see

what terrain the tracked vehicle will encounter in the future. It also has available to it

intelligence information about possible strategic locations that the vehicle might be 3
headed for as a destination. It is this type of "world data" that the intelligent predictor is

trying to add to the estimation problem in order to intelligently bias the estimation of 3
where the vehicle will be in the future.

The general problem statement for intelligent prediction is made based on the

requirements of the tracking problem. The vehicle position and velocity can be estimated 3
at a given instant, and it is desired to predict where it will be k seconds in the future (k

from I to 10 seconds is practical). Of all the locations that the vehicle can be in k

seconds, one desires to order these locations based on the probability (according to some
measure) that the location will be the actual location in k seconds. Determining how the
vehicle is influenced by environmental conditions can be based on observing successive 3
data of the vehicles position and velocity. The observed vehicle motion can be used to

best fit a decision objective function for the intelligent predictor algorithm. For the

intelligent predictor algorithm, if the decision objective function were to be applied to the
initial estimated position and velocity, then the resultant position and velocity determined
by the intelligent predictor algorithm should be very similar to the actual motion. The 3
same objective function is then used with "world data" in front of the vehicle to
determine the most probable locations that the vehicle might be at in k seconds. In
general, the intelligent predictor reasons about the past actions and the future "world I
data" to determine the future actions of the vehicle. In doing this, the intelligent
predictor uses any "world data" that might influence the future motion of the vehicle
terrain features ae an example.

Intelligent prediction may be considered as the "dual" of intelligent planning.

Intelligent planning is a well researched topic of autonomous land vehicle control, where I
the objective of the control system is to guide the vehicle safely from one location in the

environment to another in some intelligent manner. For instance, the objective may be to

go from one point to another using the shortest path [LP,SS], the fastest route [DX], the
least visible route from an observer [MI,M2], or the safest route [OY]. Such routes are

considered intelligent because they attempt to produce efficient motion in terms of fuel

considerations, safety, time constraints, or any mission objectives modeled by an
objective function. An actual driver told to obey the same mission objectives may
produce similar actions compared to the results determined by intelligent planners. In
planning then, one is given a start location, a finish location, and an objective function to
minimize. The path that minimizes the objective function is considered the solution, the l

intelligent motion. The "dual" problem for intelligent prediction is similar. The start
location is known (determined through estimation), but the objective function and the

destination location is not known. Thus, in the prediction problem one seeks to establish
the objective function and the destination location based on observed data of position and

velocity. 3
I
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In the next sections, several fundamental planning problems are presented. The
solution techniques for these problems are briefly discussed, and "dual" problems in
prediction are given. Applications are given to make the connection between the
planning and prediction problems clear.

U 3. Road Network Problems

Consider a simple planar graph search problem: find a least cost path in a graph
from some start vertex to a finish vertex. This is a standard graph theory problem that is
the core search problem to many intelligent planning problems. The graph considered
may be a standard graph or a directed graph (digraph). For this problem, there are two
standard solution search techniques from graph theory: Dijkstra's Algorithm [Di] and the
A Algorithm [N,HNR].

The Planar Graph Search Problem is the fundamental problem in graph theory that
results when solving road network problems. Graph theory can be directly applied to
solve prediction problems for vehicles constrained to roads. Such a prediction problem
results when a vehicle is observed to be on a road, and the vehicle is assumed to remain
on the road in the future. Being constrained to roads is modeled as being constrained to
the graph representing the road network. The intelligent prediction problem analyzes the
graph to determine what positions on the road network the vehicle can be in the future.
Road traversability can be accounted for, and situations like slowing down for comers or
turns can be modeled in the graph.

4. The Obstacle Avoidance Problem

Consider the Obstacle Avoidance Froblem [YM2,SSH,ScS]: plan a path from a3 start location to a finish location for a vehicle constrained to motion in a plane, but
forbidden to pass through obstacle regions. The obstacles for this problem can be
conveniently represented by polygon obstacles, which can be recorded by polygon vertex
locations. Alternatively, obstacle regions can be specified by a binary array.

Solution techniques for the Obstacle Avoidance Problem depend on the
representation of the terrain and on the optimality criteria. A standard grid [M2] can
model possible paths, and a search algorithm can specify a minimum distance path. This
technique can produce finely detailed paths; a quadtree [M2] (octree if in 3D) can be
used to eliminate unnecessary detail in the solution path, if coarser solutions are
sufficient. If the solution path must obey a criterion of maintaining some reasonable
amount of clearance from obstacles, then the generalized cone [KZB] or configuration

space [LLW] technique can be used. The Voronoi diagram [DrLD] of the obstacles is
used in the retraction technique [OY] to solve this problem when maximum obstacle
clearance is required. The visibility graph technique [LW can be used to find the

I
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minimum distance path around polygon obstacles. I
Obstacle Avoidance methods can be used in several ways to help predict vehicle

motion. If one assumes that certain features of the terrain can be considered as obstacles, 3
and that the tracked vehicle driver is influenced by these obstacles, then one can
investigate the paths that are most likely to be followed by an obstacle avoiding vehicle.
Determining the parameters used for obstacle clearance is then part of the job of the
intelligent predictor, as well as determining a probability that a given point is the
destination point of the vehicle. The Voronoi diagram technique gives a convenient
topological analysis of paths around obstacles, thus allowing a prediction system to
generalize about paths in the environment.

S. The Discrete Geodesic Problem

Consider the Discrete Geodesic Problem [Ml]: plan the shortest path from a start
location to a finish location for a vehicle constrained to motion on a surface. The surface 3
may be represented as a polyhedral surface (facets, edges, vertices), may be represented
by a map of contour lines (iso-elevation curves), or may be an elevation array (e.g., DMA
land elevation data).

The solution technique for the Discrete Geodesic Problem involves an unfolding of
the terrain surface [M1]. The search technique is called the continuous Dijkstra 3
technique, and can generate optimal solutions [M 1].

The Discrete Geodesic Problem is relevant to the intelligent prediction problem
when the vehicle is in a hilly terrain environment. If the terrain is not hilly, then the I
Obstacle Avoidance Problem is more appropriate, since it approximates the terrain to be
a plane. A similar "dual" prediction problem results compared to the obstacle avoidance
prediction problem. The intelligent predictor must determine a probability that a given
point is the destination point of the vehicle, assuming that the vehicle follows a discrete
geodesic path.

6. Weighted Region Problem

Consider the Weighted Region Problem [Ml]: plan the least cost path from a start I
location to a finish location for a vehicle constrained to motion in a plane of weighted
regions; the cost to traverse a region is proportional to the weight. Regions of equal cost
can be represented by polygon regions (convex regions are required) or in army form.

Soluticn techniques for the Weighted Region Problem depend on the degree of
approximation used [Ml]. The optimal solution is found using a technique that applies I
Snell's Law from physics and a continuous Dijkstra search technique. This solution may
require a complicated search, and alternatively, one can apply an approximate solution 3
technique. The region graph approach gives general results by considering paths that

I
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progress from region to region, without analyzing their entry and exit points to regions.
Also, a grid search graph technique parallels the same approach, but in finer detail.

The Weighted Region Problem is related to the intelligent predictor problem. If
one wants to exploit the feature based representation of terrain data and the effects it has
on the vehicle motion, then the weighted region problem can describe paths through the
different feature regions. For example, a feature map may be given that specifies the
type of land cover for the terrain: low grass, tall grass, sand, gravel, pavement, water,

ravines, bushes, trees, etc. One can estimate the traversability of these surfaces, and
consequently establish a weight to each region. Then the weighted region prediction
problem attempts to analyze the regions that the observed vehicle has passed through in3 order to predict the regions that the vehicle will pass through in the future.

* 7. Summary

The intelligent predictor problem was introduced as a problem of predicting the
destination of a vehicle in the future by establishing an objective function and probable
destination locations based on observed data of position and velocity. The intelligent
predictor attempts to add "world data" to the estimation problem, so that knowledge like
terrain features indicated by a terrain map and intelligence reports of strategic destination3 locations can also be be used to determine the most probable future locations for the
vehicle. Classical artificial intelligence problems in planning were discussed as the
"dual" domain of planning problems; thus, allowing us to consider the results of planning
research for the prediction problem.
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Navigation Path Planning for

Autonomous Aircraft:
Voronoi Diagram Approach

Jimmy Krozel* and Dominick Andrisani lit
Purdue University, West Lafayette, Indiana

Frequently, the planning objective is to minimize the path
length and threat exposure. For this purpose, path length and m

Introduction threat cost are weighted and summed according to their rela- *
F OR autonomous aircraft and intelligent pilot aids. tive importance; a final cost is assigned to each graph arc. This

navigation path planning may be performed by computer requires that the threat cost can be expressed in terms of the

rather than by humans. In this Note. %e consider the task cost of path length. -

of pianning a path from some start location to some finish lo- The Voronoi diagram of a set of points is used for the pur-

cation in mountainous terrain. The technique investigated pose of creating a search graph for path planning. First, theE

employs searching for the best paths among topologically uni- definition of a Voronoi diagram is given to introduce this geo-

que paths. Candidate paths are depicted by a search graph metric construct. Then. with a simple example, the use of

generated using a computerized geometric construct. Voronoi diagrams for constructing terrain search graphs is

In reviewing approaches to navigation path planning, one presented.

must consider path-planning research involving robot manipu- A Voronoi diagram for a set of N points p,, I i< N, in the

lator arms. mobile robot and autonomous land vehicle path Euclidean plane is a partitioning of the plane into N polygonal

planning, and existing planning algorithms for pilot aid and regions, one region associated with each point p,. Figure 1I

autonomous aircraft.1-6 For instance, the Dynapath also- shows the Voronoi diagram for a set of points. A point p, is

rithm3 and Beaton et al.' generate path plans in fine detail us- referred to as a Delaunay point. The Voronoi region V(p,) as-

ing tree branching and grid-based approaches. respectively. sociated with point p, is the locus of points closer to p, than to

We do not use a grid approach. However, a search graph is any of the other V- I points. The Voronoi edge separating

constructed using a Voronoi diagram so that only one path be- V(p,) from V(p,) is composed of the points equidistant from
tween each neighboring mountain is represented. This repre- p, and p,. Not all Voronoi edges are bounded: some extend to
sen:t a higher level of abstraction for the path-planning prob- infinity. The intersection of Voronoi edges occurs at vertices
lem in our work compared to Refs. 2 and 3. A second-stage called Voronoi points. The construction of Voronoi diagrams
path refinement is suggested for the paths generated with our is reviewed in Refs. I and 7.
tchninen A procedure is now presented for creating a search from a

Voronoi diagrams have also been used in path-planning Voronoi diagram. Given a terrain contour map, we first poly-

problems in robotics. 5 In Voronoi-based methods, the gonize the contour data, as shown in bold lines in Fig. 2. Ver-

Voronoi diagram of obstacle polygon line segments is used to tices from mountain polygon obstacles are used as DelaunayE

create a diagram of straight and parabolic arcs connected to point locations to model obstacles. The vertices of obstacles

form a search graph. Meng' uses such a technique for autono- are points that should be avoided when traversing around pol-

mous aircraft path planning. We use the Voronoi diagram of a ygon obstacles. Voronoi edges, by definition, maximally avoid
set of points, rather than a set of line segments, to generate a these points. A Voronoi diagram is constructed for the set of

Delaunay points describing obstacle vertices. The Voronoi
search graph for path planning, edges that extend infinitely are bounded by a region that en-

Problem Statement clses the entire terrain map, creating path search arcs around U
Thesplnp ahroblem d the boundry of the terrain map. Figure 2 illustrates such a

The simplified navigation path-planning problem addressed Voronoi diagram. The complete Voronoi diagram is shown in
here is to find a path from a start location S to a finish e dashed and solid edges. Next, Voronoi edges defined by two
pton F on a mountainous terrain map while minimizing t neighboring Delaunay points of the same obstacle are l
path length and the exposure to threats. The problem con- removed. These edges are shown in dashed lines. Start and
sidered here is constrained to a constant altitude. Mountains finish search nodes can be added to the search graph by con-
are described by a terrain contour map and threats are necting thes. point locations to the closest Voronoi edge. The
described by danger regions on the contour map. For any se resulting search graph is described by the remaining solid 1
mert of a trajectory that crosses a threat area, it is assumed edges.
that a cost associated with danger can be assigned to that seg- This method gives a good representation for free space us-
ment. ing a fairly small amount of nodes. Note that only one path

results between neighboring obstacles. Thus, all paths de- 1
Constructing a Voronoi Diagram Search Graph picted by the search graph are topologically different. Another

A path-planning search graph depicts possible paths salient feature of this method is that it guarantees that the re-
through the terrain/threat search space. A good search graph sultant search graph will depict only feasible paths, which are
includes at least one path between all neighboring mountain completely in the free space. Feasible paths are guaranteed U
obstacles. Paths are represented within a graph of nodes con- based on parameter of the polygonization: Let the closest dis-
nected by arcs, where the arcs represent possible paths to be tance from any vertex of an obstacle to a neighboring obstacle
flown. The search environment can be separated into two be defined as 6. If obstacle polygonization is performed using
spaces: free space and obstacle space. Free space, through polygon sides no greater in length than 6, then the resultant *
which the vehicle is free to. move, is unoccupied by obstacles, Voronoi search graph will depict only feasible paths. A proof
and obstacle space is occupied by obstacles. We will proceed of the feasibility of search graphs generated with this method
to model free space with a feasible search graph, a graph in- is given in Ref. I.
cluding only nodes and arcs that are in free space. 3
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I
Navigation Path-Planning Example ConclusionsConsider a set of polygons that represent mountains at a A technique for generating a search graph depicting topolo-

constant altitude. Figure 3 shows a set of mountain polygon gically unique paths around mountain boundaries at a con-
obstacles as solid black regions. The vertices of polygon stant altitude is presented. Our technique requires a descrip-
mountain boundaries are used to generate the search graph il- tion of mountain boundaries as polygons and generates the
lustrated. Graph arcs from map boundaries eliminate any arcs search graph using a geometric construct. All nodes and arcs
from infinite Voronoi edges, and start and finish nodes are ad- of the search graph are guaranteed to lie in free space, thusded to the graph by connecting them to the closest Voronoi avoiding mountain obstacles. A solution path plan is gener-
point nodes. The threat environment consists of a barrier of ated by searching the graph for the optimal path from a start
threats so that no path free of threat exists between the start location to a finish location.
and finish nodes. Dashed circular regions indicate threat re-
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